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Appendix A:                                                                                          
The Equations of Homogeneous Stereographics   (e.g.  qVP’s )        
       Jeff Setterholm    2009.12.11  posted as “qVPMath12-AppendixA-20091211.pdf” 
                                                                        at www.setterholm.com  /Geodesy 
            Version 1.2 
 
            Verson 1.3       2015.10.16   save  as: “qVPMath13-AppendixA.pdf” 
 
                                    Sign errors are corrected in red on pages 6 & 7.    
                                    & pages 10 is added.                                                          
 
In the early 1980’s I was making extensive and productive use of  computer-
generated stereographic (3-D) images in my engineering work, and taught about 20 
of my fellow engineers the core equations. My handout was four pages of notes; 
viewed as thumbnails images, the originals looked like this: 
 

       
     1. coordinate frame            2. direction cosines                3.eye locations              4. stereo projection 
 
 
This appendix expands upon my original handout: 
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For simplicity of notation, let the 2-D  P’ (X,Y) coordinates be re-expressed as 
coordinates  (U,V), and where:    P’xleft   becomes UL, and  
                                                     P’xright becomes UR, and 
                                                     P’y        becomes V   . 
In homogeneous form use the lower-case symbols (uL,uR,v,w1), where w1 is the 
homogeneous division factor.  
 
Let P coordinate components (Px,Py,Pz)  be expressed as (X,Y,Z) 
In homogeneous form use the lower-case symbols (x,y,z,w2), where w2 is again the 
homogeneous division factor. 
 
Homogenizing (UL,UR,V) and (X,Y,Z) the challenge is to define [H] such that 
 
| uL/w1 |   | uL |        | X |   | a, e, i, m|   | x | 
| uR/w1 | = | uR | = [H]* | Y | = | b, f, j, n| * | y | 
| v /w1 |   | v  |        | Z |   | c, g, k, o|   | z | 
            | w1 |        | 1.|   | d, h, l, p|   | w2| 
 
Note that w2=1., because that’s how vectors are initially homogenized. 
 
Explaining the solution, starting at the bottom row… 
 
x is going to be the division factor: 
   set   d=1., h=0., l=0.   , p=0. 
 
v comes from –z*Dist: 
   set c=0., g=0., k=-Dist, o=0. 
 
uR comes from (y-S)*Dist+S*x 
   set    b=+S, f=Dist, and j=0., n=-Dist*S 
                            Roughly speaking, offsets  ̂are managed 
                                    by the upper right 3x1 on page 3 of 9. 
 
uL comes from (y+S)*Dist-S*x 
   set    a=-S, e=Dist, and i=0., m=+Dist*S 
 
      | -S , Dist,   0. , +Dist*S | 
So H= |  S , Dist,   0. , -Dist*S | 
      |  0.,  0. , -Dist,   0.    | 
      |  1.,  0. ,   0. ,   0.    | 
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Performing the homogeneous multiplication H*(x,y,z,w2) transpose yields: 
uL = -S*x + Dist*y         +(+Dist*S)*w2 
uR =  S*x + Dist*y         +(-Dist*S)*w2 
V  =               -Dist*z 
W1 =    x 
 
Note that x=X*w2, y=Y*w2, and z=Z*w2.  
So:  
uL = -S*X*w2 +Dist*Y*w2           +(+Dist*S)*w2 
uR =  S*X*w2 +Dist*Y*w2           +(-Dist*S)*w2 
V  =                    -Dist*Z*w2. 
W1 =    X*w2 
 
Hence, since the w2’s cancel during division: 
 
UL= uL/w1 =-S + Dist*(Y+S)/X   =P’xleft 
UR= uR/w1 = S + Dist*(Y-S)/X   =P’xright 
V = v /w1 =   - Dist* Z   /X   =P’y 
 
               …which proves that the desired result  
                              has been achieved 
                      by the homogeneous matrix! 
 
The matrix is invertible ( =  bi-directional ) because the depth information is 
not lost in stereo projection, but rather stored in the stereo image coordinates. 
In a qualitative way, the human stereo visual system reconstructs that depth 
information continuously in the twinkling of a pair of eyes. 
  
Consider deriving the reverse mapping yourself, or invert the H-matrix computed above 
to find the reverse map. 
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Conversion between U,V space and pixels (for undistorted images): 
Homogeneous matrices do a great job of performing 1,2,OR 3  Y=m*X+b operations 
simultaneously. So, knowing how to compute m and b directly is useful: 
 
Suppose that a straight line graph passes through the point (X1,Y1)=(A,C) and also the 
point (X2,Y2)=(B,D)   then  
m =(D-C)/(B-A)                and  
b =C- A*(D-C)/(B-A) 
  =(B*C-A*C-A*D+A*C)/(B-A) 
  =(B*C-A*D)/(B-A)  
 
Horizontally, for the left eye (and in a like manner the right eye, and vertically): 
 Set A= the  left  limit of U  (e.g. the minimum value)             and 
       B= the right limit of U  (e.g. the maximum value) 
 Set C= the left-eye’s-pixel value at the left   limit (e.g. 0.)      and 
       D= the left-eye’s-pixel value at the right limit  
            (e.g. the total number of horizontal pixels) 
Then solve for  m( left &horizontal) and b( left &horizontal)        and likewise 
         Solve for m(right&horizontal) and b(right&horizontal)        and likewise 
         Solve for m(vertical) and b(vertical) 
 
The homogeneous transform becomes: 
|  mlefth,   0.  ,   0. , blefth  | 
|    0.  ,mrighth,   0. , brighth | 
|    0.  ,   0.  , mvert, bvert   | 
0.,  0.  ,   0.  ,   0. , 1.      | 
 
Multiplying a series of matrix operations together to form a single matrix is called 
“concatenation”. The product of a series of invertible matrices remains itself invertible. 
The matrices described in this write-up are all invertible… which accounts for how 
qVP’s can have a single [4x4] matrix that bi-directionally maps pixels to GPS (X,Y,Z). 
 
Once H-matrices involving non-6-DOF transformations are concatenated, the coefficients 
tend to cease to be intuitively recognizable; that transformational information can be thus 
compressed and bi-directionalized -beyond & outside human intuition with no human 
intervention- strikes me as a bit of a miracle. 
 
-------------------------------------------------------------------------------------------------------- 
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Removal of distortions from images before turning them into qVP’s is necessary, 
but is beyond the scope of this appendix. 
 
qVP’s can be formed under other geometric assumptions from the simple assumptions 
that I have demonstrated here. This write-up is intended as an introduction to the subject. 
 
Unnecessary complexity interferes with understanding: 
                  Simplifying        :   elementary    stereographics      years ago 
       made it easy to consider: homogeneous stereographics  in recent times. 
 

Disclaimers: 
 
1. This is my first try at communicating the analytics of qVP’s.              & 
 
2. 6-DOF spatial analytics are not trivially easy to “get right” 
     (properly define & sequence),  particularly the first time, 
     whether or not homogeneous transforms are the tools employed.       & 
 
3. Although I mean well, I sometimes make mistakes.                             & 
    In fact, the price of pursuing cutting-edge R&D is being wrong almost all the time; 
    physical reality (~”Mother Nature”) acts as an impartial but relentless judge.  
 

4. This write-up is positively and certainly not fool-proof: 
  

 
THE ANALYTICS, DATA, IMAGES, AND DOCUMENTATION HERE  

ARE PROVIDED “AS IS”   

WITHOUT GUARANTEES OR WARRANTIES OF ANY KIND,  

EITHER EXPRESSED OR IMPLIED, INCLUDING, BUT NOT LIMITED TO,  

FITNESS FOR ANY PARTICULAR PURPOSE. 
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This concludes corrections of  version 1.2 
 

Version 1.3 Additions to Appendix A:    2015.10.16 
 
 
 
The following equations compute the H matrix described at the bottom of page three. 
 
H describing a rigid body’s Six Degree-Of-Freedom (6DOF) position & attitude: 
Within a “standard flight simulation coordinate system”: 
  Let the position = (x,y,z), as in drawing #1 and         
  let the attitude = (roll,pitch,yaw)  where: +yaw   takes +x toward +y 
                                             +roll  takes +y toward +z 
   sr=  sine(roll); sp=  sine(pitch); sy=  sine(yaw)  +pitch takes +z toward +x 
   cr=cosine(roll); cp=cosine(pitch); cy=cosine(yaw) 
                       with gimbal (concatenation) sequence: yaw <-Pitch <-Roll 
   H(1,1)= cy*cp; H(1,2)=-sy*cr+cy*sp*sr; H(1,3)= sy*sr+cy*sp*cr;  H(1,4)= x 
   H(2,1)= sy*cp; H(2,2)= cy*cr+sy*sp*sr; H(2,3)=-cy*sr+sy*sp*cr;  H(2,4)= y 
   H(3,1)=   -sp; H(3,2)= cp*sr;          H(3,3)= cp*cr;           H(3,4)= z             
   H(4,1)=    0.; H(4,2)=    0.;          H(4,3)=    0.;           H(4,1)= 1. 
 
Numerical example: 
Position=(  x ,   y , z ,w) =( 1. ,2., 3.,1.)e.g. in meters 
Attitude=(roll,pitch,yaw,w) =(10.,20.,30.,1.)degrees - become direction cosines 
                    …which are unitless and independent of “angle” definition! 
H6DOF = 
 0.813797681     -0.440969611      0.378522306         1.000000 
 0.469846310      0.882564119      0.018028311         2.000000 
-0.342020143      0.163175911      0.925416578         3.000000 
 0.000000000      0.000000000      0.000000000         1.000000 
 
                                                _______________________ 
A recent advance: 
 
www.setterholm.com /Images  includes:  “StPaul-LookingDown-RedGB3D.jpg” 
                                                                         Use Red/Cyan glasses for 3D viewing. 
                                                             see:  “RedGB3D.pdf” for further information. 
 
The corresponding qVP data structure (which includes a numerical example) applies:  
http://ftp.setterholm.com/Geodesy/StPaul/StPaul-LookingDown-qVP-RB.txt  
 
 


